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A B S T R A C T   

Spatially explicit uncertainties in forest above-ground biomass predictions for population units are under-
estimated if spatial structure in the form of residual spatial autocorrelation and heteroscedasticity is ignored. 
Methods that consider the spatial structure of biomass model residuals are needed to comprehensively estimate, 
as well as to effectively reduce, the uncertainty in biomass predictions, for pursuing higher levels of precision for 
measurement, reporting and verification of forest carbon stocks. The objectives of the study were threefold: (1) to 
demonstrate a spatial data assimilation (DA) procedure that harnesses small-footprint airborne LiDAR, the best 
linear unbiased predictor (BLUP) and the spatial structure of biomass model residuals to reduce prediction 
variances of individual tree biomass and plot-level biomass density; (2) to derive a variance estimator that de-
composes the variance into components associated with corresponding error sources; and (3) to compare pre-
diction variances for three methods used to calibrate a height-based allometric model for tree biomass: ordinary 
least squares (OLS), generalized least squares (GLS), and spatial DA using the BLUP. Five major conclusions are 
drawn. First, for individual tree biomass predictions, spatial DA decreased prediction variance by 40% and 20% 
relative to OLS and GLS. Because the decrease in residual variability accounted for 98% of the decrease in 
prediction variance in total, the assimilation effect was the largest for reducing residual variability. Second, for 
biomass density predictions, DA decreased prediction variance by 3% and 49% relative to OLS and GLS, with the 
largest decrease in residual covariance. Accumulated gain in precision for individual tree predictions in the DA 
procedure was offset by precision loss caused by residual covariance and the variance associated with omission 
and commission errors while predicting individual tree biomass from the LiDAR data. Third, OLS, which assumed 
no spatial structure, underestimated prediction variance for LiDAR-predicted biomass density by 48%. Fourth, 
from the perspective of prediction accuracy, DA reduced the RMSE for individual tree biomass predictions by 
11% and 14% and reduced the RMSE for biomass density predictions by 28% and 33% relative to OLS and GLS. 
Fifth, the omission/commission difference model was effective for correcting the systematic prediction error in 
the LiDAR-predicted biomass density. Overall, the proposed spatial DA procedure demonstrated great potential 
for reducing the uncertainty in forest biomass predictions, thereby facilitating more efficient biomass inventories. 
The procedure can be generalized to other dependent variables of interest given their correlations with new 
information from LiDAR.   

1. Introduction 

Precise predictions of forest above-ground biomass (AGB) are critical 
to understanding changes in forest carbon stocks for meeting the net- 
zero carbon emissions target (IPCC, 2018; Fankhauser et al., 2022). A 

variety of terrestrial, airborne and spaceborne sources of remotely 
sensed data have been used with model-based inference to predict forest 
biomass population parameters such as the mean per unit area and the 
total for entire investigated areas (Chen et al., 2016; McRoberts et al., 
2013; Ståhl et al., 2011, 2016). Often the model-based predictions for 
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population parameters were more precise than those obtained using 
design-based inference (Hou et al., 2018). While the uncertainty in 
forest biomass predictions has been estimated at the population scale 
across various forest ecosystems, requests to map spatially explicit un-
certainties at finer scales are increasingly raised. 

For a variable of interest, model-based inference assumes a super-
population distribution for a population unit (typically a sample plot) 
denoted by i, or a joint distribution for all population units. Remotely 
sensed variables Xi are used as auxiliary data to estimate the mean μi and 
variance σi

2 of the unit-level distribution, as well as the variance of μ̂i. A 
random realization of the distribution is denoted by yi, a value once 
observed in a sample plot. To infer the mean for the entire investigated 
area and its variance, parametric and non-parametric regression models 
have been proposed (Gregoire et al., 2011; McRoberts et al., 2007, 2018; 
Saarela et al., 2015). The precision of a prediction is usually charac-
terized by variance or mean squared error (MSE) that indicates a devi-
ance from the predicted value to either the expected value or the “true” 
value. However, a constant and usually small variance for the predicted 
areal mean may conceal prediction variances that vary for individual 
population units as contributions of error sources change. Maps 
depicting the spatial distribution of prediction uncertainties (Persson 
et al., 2022; Petersson et al., 2017; Saarela et al., 2020) matter because 
forest sites with larger uncertainties draw opportunities for improve-
ment. After all, a decrease in prediction variance for individual popu-
lation units may contribute to an increase in estimation precision for 
population parameters such as the mean or total for the entire investi-
gated area. 

To estimate spatially explicit uncertainties for population units, ef-
forts have been initiated to scale up variance components associated 
with different error sources across spatial scales. While errors associated 
with model predictions dominate the uncertainty at tree, plot, and 
population scales, errors in predicting tree heights and number of stems 
from LiDAR data were found to contribute less to the uncertainty in 
biomass predictions (Chen et al., 2015; Saarela et al., 2020; Xu et al., 
2018). Nevertheless, prediction variances for population units might 
still be underestimated if allometric models for individual tree biomass 
do not accommodate the spatial structure of model residuals (Magnus-
sen et al., 2017; McRoberts, 2010). Spatial autocorrelation and hetero-
scedasticity are common spatial characteristics of the tree-level biomass 
residuals. Heteroscedasticity is not a spatial characteristic by definition; 
however, causes of heteroscedasticity include group effects, which may 
associate with distinct spatial processes for spatial variables. Neglecting 
these features can lead to biased estimators for residual variances and 
covariances. When non-zero correlations between trees are erroneously 
assumed to be zero, residual covariances are not incorporated in the 
prediction variance of the larger-scale biomass density. To pursue higher 
levels of precision for measurement, reporting and verification of forest 
carbon stocks, methods that consider the spatial structure of biomass 
prediction residuals, particularly spatial autocorrelation and hetero-
scedasticity, are needed to comprehensively estimate, as well as to 
effectively reduce, the uncertainty in biomass predictions. 

Data assimilation (DA) can be used in combination with the spatial 
structure of biomass prediction residuals to minimize spatially explicit 
uncertainties in remote sensing-predicted forest biomass for population 
units. DA has its mathematical roots in Bayes' theorem which expresses 
the conditional distribution of a response variable on new information 
(observations or predictions) from additional sources. DA consists of a 
group of data fusion methods that combine primitive model predictions 
with new information to produce a prediction expected to be more 
precise than the prediction obtained using either the model or the new 
information alone. Multiple types of DA procedures have been devel-
oped for both temporally sequential and temporally invariant applica-
tions. Derived as a best linear predictor (BLP), the Kalman filter and its 
variants are representatives of temporally sequential DA techniques that 
focus on updating a series of model predictions along a temporal axis 
(Czaplewski, 1990; Ehlers et al., 2013; Kalman, 1960; Kangas et al., 

2020). The best linear unbiased predictor (BLUP) was used by Hou et al. 
(2019) as a temporal invariant DA technique that calibrated model 
predictions of forest response variables at a single point in time with 
observations of other variables correlated with response variables. A 
diversity of remotely sensed data such as digital aerial images, TanDEM- 
X InSAR images, SPOT-5 multispectral images and airborne LiDAR data 
have been recently used as sources of auxiliary information in DA pro-
cedures to improve prediction precision of forest response variables for 
population units (Ehlers et al., 2018; Lindgren et al., 2017; Nyström 
et al., 2015). 

BLUP establishes a theoretical foundation for spatial DA procedures. 
Although BLUP is mostly used to predict random effects for mixed- 
effects models, it can be used to derive the Kalman filter, the method 
of Kriging, credibility theory, and composite estimators (Breidenbach 
et al., 2018; Cressie, 1990; Gregoire and Walters, 1988; Robinson, 
1991). BLUP adjusts the conditional mean of y1 on the observation of y2, 
for the multivariate normal vector y = (y1,y2)T (Henderson, 1975). 
Forest biomass is often assumed to be lognormally distributed because a 
lognormal distribution has a range from zero to infinity, eliminating the 
probability to observe negative biomass (White, 1978). For a random 
variable of tree biomass denoted by b, let y = ln (b) so that y is normally 
distributed. Allometric relationship between tree biomass and bio-
physical attributes is often expressed using exponential or power func-
tions. It usually requires a logarithmic transformation of tree biomass to 
linearize the relationship before linear model-fitting techniques are 
applied (Chave et al., 2005; Mascaro et al., 2013). To satisfy the 
requirement for the normal vector y, BLUP is carried out at the loga-
rithmic scale of tree biomass to calibrate predictions of allometric 
models with predicted attributes for individual trees from fine- 
resolution remotely sensed data such as small-footprint airborne 
LiDAR (Vauhkonen et al., 2010; Xu et al., 2014). 

In this study, we focus on reducing the spatially explicit prediction 
variances of forest biomass for population units, by reducing and 
upscaling individual tree prediction variances to the plot level. The 
objectives were threefold: (1) to demonstrate a spatial DA procedure 
that harnesses small-footprint airborne LiDAR, the BLUP and the spatial 
structure of biomass prediction residuals to reduce prediction variance 
for tree biomass and plot-level biomass density; (2) to derive a variance 
estimator for biomass density that decomposes prediction variance into 
components associated with five error sources: LiDAR height measure-
ments, tree identification algorithms, uncertainty in model parameter 
estimates, variance and covariance of model residuals; and (3) to 
compare prediction variances for three methods used to calibrate the 
height-based allometric model: ordinary least squares (OLS), general-
ized least squares (GLS), and spatial DA using the BLUP. We envisaged a 
development whereby small-footprint LiDAR plays a crucial role in 
providing implicit measures of spatial autocorrelation and hetero-
scedasticity of biomass prediction residuals while generating explicit 
predictions for tree-level biophysical attributes. 

2. Materials 

2.1. Study area 

Lassen National Forest is a US National Forest (NF) of 4300 km2 in 
northern California. It is bounded by the Sierra Nevada Mountain range 
to the south, the Modoc Plateau to the east, and California's Central 
Valley to the west. Characterized by a variety of topographic features, 
the forest has a diversified tree species composition including Coast 
Douglas-fir (Pseudotsuga menziesii), Ponderosa Pine (Pinus ponderosa), 
Jeffrey Pine (Pinus jeffreyi), Lodgepole pine (Pinus contorta), White Fir 
(Abies concolor) and Red Fir (Abies magnifica). The forest is a major 
source of lumber products and is managed for timber, forage, water, 
minerals and other resources. The Lassen NF is included in the California 
Forest Legacy Program for Carbon Sequestration which was developed 
to protect environmentally important forestlands that contribute 
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significantly to the storage and sequestration of carbon, thereby miti-
gating the effects of global warming. 

2.2. Field data 

To collect detailed field measurements of trees, a field campaign was 
conducted in the Lassen NF by the USDA Forest Service (PNW-FIA Field 
Manual, 2015) during the summers of 2013 and 2014. Tree-level bio-
physical attributes were collected for 8313 trees on 144 randomly 
located sample plots (Fig. 1) within multiple ecological strata. Sample 
plots were circular with radii of 16.93 m and were distributed in pairs 
with centers 100 m apart. Both attribute variables and spatial co-
ordinates were collected for each individual tree. First, locations of plot 
centers were recorded using a differential GPS unit. Stem mapping was 
implemented by measuring the distance and azimuth from plot center to 
each stem center. Coordinates were determined in the office for each 
stem using triangular geometry. Second, among other attributes, tree 
species, height, diameter at breast height (DBH, 1.37 m) and crown 
widths were measured for all trees with height ≥ 2 m. Descriptive sta-
tistics based on DBH and height of the tallied trees exhibit a considerable 
variability in the Lassen NF tree size, including some trees with di-
ameters as large as 2 m (Table 1). 

Instead of weighing dry mass via destructive sampling, the field- 
truth tree biomasses were predicted with the published species- 
specific allometric models using DBH or DBH and height as predictor 
variables. However, model predictions lack residual variability of the 
applied allometric models by neglecting how much the actual biomass is 
different from the regression line (Chojnacky et al., 2014). To better 
mimic the actual biomass for trees in the Lassen NF, a four-step pro-
cedure was followed to account for the underestimated randomness. 
First, for trees of a species, allometric models were selected from the 
GlobAllomeTree database (GlobAllomeTree, 2013). Second, for a 

linearized allometric model w = ŵ + ε,ε ∼ N
(
0, σε

2), residual variance 
was estimated from the reported R2 and var(ŵ) using the equation σε

2 =
( (

1 − R2)/R2 )× var(ŵ). var(ŵ) was estimated from the California 
forest inventory and analysis data (Appendix A in Xu et al., 2018). Third, 
for each tree of the species, a random residual sampled in a parametric 
bootstrap was added to ŵ, and 1000 iterations essentially constructed a 
distribution of biomass for each tree of the species. Fourth, the mean of 
the distribution was calculated as the field-truth tree biomass, the result 
of a synthesis that used the actual tree size, and therefore regarded as a 
semi-synthesis. The semi-synthetic AGBs for trees measured in the Las-
sen NF were used as the field truth in section 3.2 for building a height- 
based allometric model that would allow biomass prediction from the 
LiDAR-predicted tree height. 

2.3. Airborne LiDAR data 

Airborne LiDAR data were collected for the Lassen NF in October 
2013 using an ALS50 LiDAR system mounted in a Cessna 208-B Grand 
Caravan flown at 900 m above ground level. With a scan angle of 15 
degrees from nadir (30-degree field of view), a laser pulse rate of 105 
kHz and a sidelap of 60%, the LiDAR system settings and flight pa-
rameters yielded fine resolution data of >8 pulses/m2 over terrestrial 
surfaces. Multiple echoes were recorded for each pulse. 

Preprocessing of LiDAR point clouds consisted of point classification, 

Fig. 1. Lassen National Forest in California with 144 sample plots in the inset.  

Table 1 
Tree size statistics of the Lassen National Forest field dataset.  

Tree dimension Min Mean Max SD 

Height (m) 2.13 12.63  61.57  9.06 
DBH (cm) 5.08 24.65  206.80  19.74  
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generation of a canopy height model (CHM) and dynamic smoothing of 
the raw CHM. The progressive triangular irregular network (TIN) 
densification algorithm by Axelsson (1999) was used to classify raw 
LiDAR points into ground points and non-ground points. A digital terrain 
model (DTM) was constructed with the ground points using the TIN 
approach (Isenburg et al., 2006). Forest heights were predicted by 
subtracting the DTM from orthometric heights of raw points and were 
filtered by removing multi-return points and points below 2 m. Buildings 
in forests were identified and removed using planarity algorithm. The 
pit-free CHM algorithm proposed by Khosravipour et al. (2014) was 
applied to construct a raw CHM at the resolution of 0.25 m, which was 
later smoothed by a fully dynamic Gaussian filter (Xu et al., 2018), with 
kernel size and sigma determined by the relative height of each focal 
pixel in a neighborhood. 

3. Methods 

3.1. Overview 

Based on a spatial model for individual tree biomass fitted in section 
3.2 and a set of tree attributes predicted from airborne LiDAR in section 
3.3, this study demonstrated a spatial DA procedure in section 3.4 which 
utilized the method of BLUP to improve biomass prediction precision. To 
understand the effects of DA, BLUP was compared with the methods of 
OLS and GLS in terms of variance of the predicted individual tree 
biomass using the Taylor series expansion in section 3.5, as well as 
variance of the predicted biomass density in section 3.6. 

3.2. A spatial height-based allometric model for individual trees using 
generalized least squares 

Since allometric models of the relationship between biomass of in-
dividual trees and measurements of tree attributes are often expressed 
using exponential functions (Jenkins et al., 2003) that can be linearized 
by taking the natural logarithm of both sides, a similar model (Eq. 1) that 
related biomass to tree height was formulated using the Lassen NF field 
measurements, 

ln(bi) = β0 + β1

̅̅̅̅
hi

√
+ ei (1)  

where bi is the semi-synthetic AGB used as the field truth, hi is the field- 
measured height of the i-th tree with i = 1, 2, 3, …, k, k is the total 
number of the field-measured trees, β0 and β1 are regression coefficients 
to be estimated, and ei is model residual for the i-th tree, which is 
assumed to follow a normal distribution with mean zero and variance σi

2. 
As the spread of the OLS residuals changed over the range of the field- 
measured tree height, heterogeneous residual variance σi

2 for the i-th 
tree was expressed as a parametric power function of tree height 
formulated in Eq. 2. Due to the paired plots in the Lassen NF, parameter 
δs was used to estimate the effect of pair-specific characteristics for the s- 
th pair of plots. 

var(ei) = σ2
i =

⃒
⃒
⃒
̅̅̅̅
hi

√ ⃒
⃒
⃒ 2δs (2) 

Following the measure of spatial autocorrelation in the OLS residuals 
by the Moran's I, residual covariance between any pair of trees i and j 
was expressed in Eq. 3 using an autocovariance function with an expo-
nential correlation function ρ assumed, 

cov
(
eiej
)
=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

σ2
i − τ2

i

√ ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

σ2
j − τ2

j

√

ρ
(
dij|Φ

)
, dij > 0 and i, j ∈ s

σ2
i , dij = 0 and i, j ∈ s

0, i ∈ s, j ∕∈ s

(3)  

where dij is the distance between trees i and j, with locations denoted by 
(x1i,x2i) and (x1j,x2j), τi

2 is nugget, Φ is spatial decay parameter that 

controls the effective range. The effective range is the distance where the 
correlation ρ drops to 0.05. For the exponential correlation function, 
when ρ = e(− dij/Φ) = 0.05, the effective range dij = − ln (0.05) × Φ ≈ 3Φ. 
When trees i and j are from a different pair of plots, covariance is 
assumed to be zero. 

Heteroscedasticity and spatial dependence in residuals were char-
acterized in the variance-covariance matrix of residuals denoted by 
Σk×k. It was a block matrix with variances at the diagonal elements, non- 
zero covariances between trees on the same pair of plots at the off- 
diagonal elements, and zero covariances for trees between different 
pairs of plots. The method of GLS provided a minimum-variance unbi-
ased estimator (Eq. 4) for the regression vector β = (β0,β1), where the 
method of restricted maximum likelihood (REML) was used to simul-
taneously estimate the parameters specifying the structure of Σ. 

β̂ =
(
X′ Σ− 1X

)− 1X′ Σ− 1y (4)  

where X is the design matrix consisted of a 1-column and 
̅̅̅
h

√
, y is the 

response variable ln(b) in Eq. 1, and Σ is the variance-covariance matrix 
of residuals. 

Different from GLS, the method of OLS assumes homoscedasticity so 
that var(ei) = σ2 for all i, and no autocorrelation so that cov(ei,ej) = 0 for 
dij > 0. The OLS estimator for β is therefore β̂ = (X′ X)

− 1X′y. 

3.3. Predicting attributes of correctly identified trees and omission/ 
commission errors from LiDAR 

Stem locations, heights and crown diameters of individual trees were 
predicted from LiDAR based on an analysis for individual tree crowns 
delineated on a map of a rasterized and smoothed canopy height model 
(CHM). Individual trees were identified using the watershed segmen-
tation algorithm that relied on the detection of local minima (Pitkänen 
et al., 2004). CHM was inverted so that local maxima (where treetops 
were located) became local minima. Around each local minimum, a 
segment for a tree crown comprised all pixels whose paths of steepest 
descent terminated at this minimum. Segments of excessively small 
areas were merged into neighboring segments to avoid splitting intact 
crowns. Attributes of individual trees were predicted from tree crown 
measurements. Tree height was the maximum height for all pixels 
associated with the crown. Stem locations were the XY coordinates of 
the center of the crown pixel with the maximum height. The maximum 
crown diameter was predicted by determining the diameter of a convex 
polygon, the crown diameter perpendicular to the maximum was also 
measured. 

It was essential to categorize the segmentation results into three 
groups: (1) trees correctly identified by LiDAR, (2) trees omitted by 
LiDAR (omission errors), (3) objects erroneously identified as trees 
(commission errors) and split crowns resulting in redundant heights and 
repeated count of trees (commission errors). For this purpose, field- 
measured trees were matched with the LiDAR-identified trees based 
on the similarity in the three-dimensional space, taking both stem 
location and tree height into consideration (Xu et al., 2014). A correctly 
identified tree was the field-measured tree which had the shortest dis-
tance to a LiDAR-identified tree if their height difference was within 6 
m. Unpaired field-measured trees were omission errors and unpaired 
LiDAR-identified trees were commission errors. 

3.4. Spatial DA using the BLUP by incorporating LiDAR-predicted 
attributes 

Consider a multivariate normal random vector y that can be parti-
tioned into random vectors y1n×1 that consists of logarithmic biomass for 
the LiDAR-identified trees, and y2k×1 that consists of logarithmic 
biomass for the field-measured trees. Residuals of both y1 and y2 follow 
normal distributions with their expectations denoted by μ1 and μ2, 
variances denoted by V1 and V2 and covariance denoted by V12. In case 
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we have observed the value of y2 and want to predict the value of y1, the 
BLUP of y1 is 

BLUP(y1)= ŷ1 = μ̂1 + V̂ 12 V̂
− 1
2 (y2 − μ̂2)= (XL β̂ )+ V̂ 12 V̂

− 1
2 (y2 − (XF β̂ )).

(5) 

In practice, μ̂1 and μ̂2 were predicted values obtained using the 
spatial allometric model fitted in section 3.2. XL is the design matrix 
consisting of the LiDAR-predicted tree heights, XF is the design matrix 
consisting of the field-measured tree heights, and β̂ is the estimate of the 
regression coefficient vector obtained using Eq. 4. A distance matrix for 

y was constructed with locations denoted by x1 =

(
x1y1

x1y2

)

and x2 =

(
x2y1

x2y2

)

, and elements of the variance-covariance matrix V(n+k)×(n+k) =

(
V1 V12
V21 V2

)

were estimated using the autocovariance function, the 

power variance function, and the estimated parameters Φ,σi
2, τi

2 and δs. 
The BLUP calibrated spatial model predictions denoted by μ̂1 =

XL β̂ , with a correction term for new information that played the same 
role as the “innovation” in the Kalman filter. Both tree heights and stem 
locations predicted from LiDAR were incorporated. When back- 
transforming BLUP(y1) to obtain biomass predictions after DA, a bias 
correction (Baskerville, 1972) was applied before exponentiation, to 
compensate for the systematic error associated with the transformation 
using Eq. 6, 

b̂i = exp
[

BLUP(y1)+
σ2

i

2

]

(6)  

where b̂i is the assimilated biomass predictions for the i-th tree. 
When constructing the matrix V (Fig. 2), it is crucial to understand 

that it is the variance-covariance matrix of a multivariate normal vector 
y that was partitioned into y1 and y2. First, V consisted of four primary 

elements V1, V2, V12 and V21 in the form of 
(

V1 V12
V21 V2

)

; second, both 

V1 and V2 were block matrices consisting of variance-covariance 
matrices for all pairs of sample plots, denoted by Σs, with Σs. y1 con-
structed for the s-th pair of plots in y1 and Σs. y2 for a corresponding pair 
in y2; and third, V12 was a block matrix consisting of the covariance 
matrix between y1 and y2 for each pair of sample plots; fourth, V21 is the 
transpose of V12. 

3.5. Estimating prediction variance in the assimilated biomass of 
individual trees 

The Taylor series expansion, a classic method to assess model un-
certainty was used to estimate prediction variance in the LiDAR- 
predicted individual tree biomass. The allometric model was back- 
transformed to the original scale before the Taylor series expansion 
was applied (Gertner et al., 1995; Xu et al., 2018). After exponentiating 
both sides of Eq. 1, the right side was denoted by g(h,β,e), a biomass 
function of three variables or error sources, the randomness of which 
contributed to the variance of biomass predictions. Parameter 

uncertainty associated with the power variance function and the auto-
covariance function was not considered because of the common 
assumption in the applications of spatial prediction that this source of 
uncertainty is small (Thompson, 2012). 

Using the Taylor Series expansion in several variables, the actual 
biomass value was approximated using a finite series of first-order 
polynomials that had a value similar to the truth in a neighborhood 
around ĥi, β̂ and êi, each of which was a specific value of hi, β and ei (Eq. 
7). After re-arranging terms and taking the variance of both sides, the 
variance estimator was decomposed into three components that 
included the measurement uncertainty (in the LiDAR-predicted height), 
the parameter uncertainty and the residual variability, respectively (Eq. 
8), based on the assumptions that effects of the error sources were in-
dependent. The variance of g(h,β,e) was zero because it was a constant. 

bi ≅ g(ĥ, β̂, ê)+
dg
dh

×(hi − ĥi)+
dg
dβ

×(β − β̂)+
dg
de

×(ei − êi) (7)   

var(b̂i) ≅

(
dg
dh

)2

×var(hi − ĥi)+

(
dg
dβ

)2

×var(β̂)+
(

dg
de

)2

×var(êi) (8)  

where ĥ is the LiDAR-predicted tree height, dg
dh,

dg
dβ and dg

de are partial de-
rivatives of the g function with respect to h, β and e, respectively. 

Although the general form of the variance estimator was given in Eq. 
8, the detailed expression differed among OLS, GLS and BLUP. In case of 
OLS that assumed no residual correlation and homogenous residual 
variance, detailed estimators for the three variance components were 
introduced in Xu et al. (2018) where each component was expressed as a 
function of LiDAR-predicted tree height. Differences among OLS, GLS 
and BLUP estimators lay in three aspects. First, residual variance- 
covariance matrix for GLS was specified in Eq. 3 while it was formu-
lated in Eq. 9 for BLUP, which was supposed to be smaller than that 
obtained using OLS or GLS, because the correction term V12V2

− 1V12
′ is 

non-negative. Second, BLUP partial derivatives dg
dh , dg

dβ and dg
de were 

different in that the g function carried a correction term specified in Eq. 5 
while for GLS the g function was Eq. 1 with both sides exponentiated. 
Third, GLS and BLUP estimated the variance-covariance matrix of β̂ 
using Eq. 10. 

var(ê) = var(y1 − ŷ1) = V1 − V12V− 1
2 V ′

12 (9)  

var(β̂) = σ2
i

(
XF

′ V2
− 1XF

)− 1 (10)  

where XF is design matrix consisting of the field-observed tree heights. 
Except for these changes, var(hi − ĥi) in the measurement uncer-

tainty component remained unchanged. It was estimated following a 
three-step procedure. First, for known locations where both field- 
measured and LiDAR-predicted heights were matched, differences be-
tween the field-measured and LiDAR-predicted heights were binned 
according to classes of the LiDAR-predicted heights. Second, the 
empirical variance of the height differences was calculated for each bin. 
Third, natural cubic splines were fitted to the empirical variances with 
the mean of the LiDAR-predicted heights as the predictor variable. 
Modeling results were checked to ensure non-negative values for var 
(hi − ĥi) for all trees in the Lassen NF, especially for those trees taller 
than the height of the tallest field-measured tree. 

3.6. Estimating prediction variance in the LiDAR-predicted biomass 
density 

To predict biomass density, simple aggregations of biomass pre-
dictions for the LiDAR-identified trees within plots will lead to a com-
plex blend of under-estimation due to omission errors and over- Fig. 2. Example structure of the variance-covariance matrix V.  
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estimation due to commission errors. A reasonable method to predict 
biomass density is to subtract the biomass associated with all commis-
sion errors from the LiDAR-identified trees and to add the biomass 
associated with all omission errors (Eq. 11). While 

∑n
i=1 b̂i,p was the 

summarized biomass predictions (Eq. 6) for all the LiDAR-identified 
trees in a plot including commission errors, 

∑l
o=1 b̂o,p and 

∑m
c=1 b̂c,p 

were not realized by estimating the number of omission errors denoted 
by l and the number of commission errors denoted by m, respectively. 

Instead 
(
∑l

o=1 b̂o,p −
∑m

c=1 b̂c,p

)

× 10000
Ap

, the difference between biomass 

density associated with omission errors and biomass density associated 
with commission errors was modeled as a whole, for simplicity, to 
predict the omission/commission difference from LiDAR explanatory 
variables. 

A three-step procedure was applied at the plot level to construct a 
multiple linear regression model for the omission/commission differ-
ence. First, as the response variable, the empirical differences were the 
field-truth biomass of the omission errors minus the predicted biomass 
(Eq. 6) of the commission errors because omission and commission er-
rors were known for sample plots after tree matching described in sec-
tion 3.3. For candidate explanatory variables, a set of statistics for 
attributes of the LiDAR-identified tree crowns (height, crown area and 
distance to the nearest crown) were calculated. Second, explanatory 
variables were selected using the variance inflation factor (VIF) (Fox, 
2016) that evaluated the severity of multicollinearity, and the stepwise 
selection that chose the model by Bayesian information criterion (BIC). 
Third, regression coefficients were estimated using OLS and 
(
∑l

o=1 b̂o,p −
∑m

c=1 b̂c,p

)

× 10000
Ap 

was predicted as a correction term to 

compensate for omission errors while removing commission errors from 
the aggregation of biomass predictions for the LiDAR-identified trees. 

B̂p =

(
∑n

i=1
b̂i,p +

(
∑l

o=1
b̂o,p −

∑m

c=1
b̂c,p

))

×
10000

Ap
(11)  

where B̂p is the LiDAR-predicted biomass density for the p-th plot whose 
area is Ap. Biomass predictions of the LiDAR-identified trees, omission 
and commission errors are denoted by b̂i, b̂o, b̂c, the numbers of which 
are denoted by n, l, m respectively. 

By taking variances of both sides of Eq. 11, the variance of B̂p was a 
sum of two variance components specified in Eq. 12, based on the 
assumption that commission errors, omission errors and the errors in 
biomass of the LiDAR-identified trees are independent. The first 
component was a sum of estimated variances and covariances of the 
LiDAR-identified trees in each sample plot (Eq. 8 and the variance- 
covariance matrix specified in Eq. 3). It varied when the covariance 
structure of residuals differed. OLS assumed independent residuals, 
meaning zero covariances for off-diagonal elements of the variance- 
covariance matrix. GLS and BLUP both assumed spatially correlated 
residuals. While the GLS variance-covariance matrix was modeled with 
the distance matrix constructed from the field-measured tree locations, 
the BLUP procedure calibrated the variance-covariance matrix with the 
LiDAR-updated tree locations. 

The second component was the variance of the omission/commission 
differences, which was estimated as the root mean squared error (RMSE) 
of model predictions using a leave-one-out cross validation. While 
scaling up prediction uncertainties from trees to plots, except for the 
three error sources of the LiDAR-predicted biomass for individual trees 
(measurement uncertainty, parameter uncertainty and residual vari-
ability), two additional error sources needed to be accommodated: re-
sidual covariance as well as omission and commission errors associated 
with the tree identification algorithm. 

var
(

B̂p
)
=
∑n

i=1

∑n

j=1
cov
(

b̂i,p, b̂j,p
)
×

(
10000

Ap

)2

+ var
(

B̂o,p − B̂c,p
)

=

(
∑n

i=1
var
(

b̂i,p
)
+
∑n

i∕=j

∑n

j∕=i

cov
(

b̂i,p, b̂j,p
)
)

×

(
10000

Ap

)2

+var
(

B̂o,p − B̂c,p
)

(12)  

where B̂o,p and B̂c,p are predicted biomass density associated with 
omission and commission errors. 

4. Results and discussion 

4.1. Allometric models 

The three allometric models fitted using the OLS, GLS and BLUP 
methods are summarized in Table 2. GLS produced slightly different 
estimates for regression coefficients than OLS. In practice, the OLS and 
GLS estimates for β will be different for any dataset. In case of residual 
spatial autocorrelation and heteroscedasticity, GLS estimates are the 
best linear unbiased estimators (BLUE) while OLS estimates are not. 
Different variance structures were assumed for OLS and GLS. OLS had an 
extremely large variance of 0.60 for the distribution of residuals. For 
GLS, the estimated variance function parameter δs had a range from 
− 0.61 to 0.47, resulting in a left-skewed distribution of heterogeneous 
residual variances (Fig. 3a), with mean 0.69 and variance 0.23. The 
hypothesis of heteroscedasticity for biomass residuals among sample 
plots in the Lassen NF was verified. DA based on the BLUP had a nar-
rower distribution of non-constant residual variances than GLS, with 
mean 0.51 and variance 0.13 (Fig. 3b). BLUP decreased the mean re-
sidual variance by 26% relative to GLS and by 15% relative to OLS. 
Although the variance function can be further improved by alternative 
modeling techniques (Pinheiro and Bates, 2000; Galecki and Burzy-
kowski, 2013), optimization of the variance function was not an 
objective of this study. 

The effective range of the spatial autocorrelation was estimated to be 
209 m, beyond which residuals were considered uncorrelated. Both 
empirical and fitted semi-variogram and correlogram are illustrated in 
Fig. 4 with binned means for the empirical values. To have a firmer 
handle on the residual spatial autocorrelation structure, a model that 
used trees from all plots was additionally fitted. Group effects on re-
sidual variances were not accommodated due to the difficulty for the 
model to converge. A similar range was obtained but this model failed to 
improve heteroscedasticity and was thus not included in the following 
analysis. Since the distance between any two pairs of plots was greater 
than 209 m, trees from another pair of plots had zero covariance 
regardless of whether they were considered in parameter estimation. 
The magnitude of spatial dependency is commonly expressed in terms of 
the nugget-sill ratio τ2

σ2
i
, a relative share of the nugget in the total vari-

ance. The small ratio (< 0.25) implies a strong spatial dependence of the 
variable because a large part of variance is introduced spatially, while 
the large ratio (> 0. 75) often indicates a weak spatial dependency. The 
nugget-sill ratio in the Lassen dataset was 0.59, suggesting a moderate 
spatial dependence. 

Table 2 
Parameter estimates for allometric models fitted using the OLS, GLS and BLUP 
methods.  

Methods β̂0 β̂1 E
(
σi

2) Φ 

OLS 0.03 1.41 0.60  
GLS 0.40 1.36 0.69 69.75 
BLUP 0.40 1.36 0.51 69.75  
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Fig. 3. (a) Distribution of the non-constant residual variance verified the assumption of heteroscedasticity. (b) BLUP decreased residual variance by 26% relative 
to GLS. 

Fig. 4. (a) A standardized semi-variogram and (b) a correlogram show the effective range as 209 m.  

Table 3 
Prediction accuracies for the LiDAR-predicted biomass of individual trees (categorized by quantiles) using OLS, GLS and BLUP.  

Methods RMSE% SPE%*  

overall <25th 25-75th >75th overall <25th 25-75th >75th 

OLS 185.14 354.57  113.81  107.13  2.76  − 163.85  − 0.68  4.16 
GLS 191.34 446.04  129.78  110.54  − 7.81  − 234.55  − 19.80  − 4.74 
BLUP 164.89 216.17  87.51  95.60  2.14  − 95.49  0.89  2.84  

* SPE: Systematic prediction error. 
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4.2. Effects of assimilating the LiDAR-predicted attributes on prediction 
accuracy 

Table 3 summarizes prediction accuracies for individual tree bio-
masses using OLS, GLS and the BLUP-based DA. Compared with GLS, 
OLS overestimated prediction accuracy in that covariances between 
residuals of individual tree biomass predictions were not accommodated 
in the estimation of regression coefficients. GLS, therefore, more 
comprehensively estimated residual variance which, in turn, led to an 
increase in RMSE. As expected, the BLUP-based DA, produced residual 
variance estimates less than GLS estimates, and even less than OLS es-
timates which was not expected. BLUP, therefore, increased biomass 
prediction accuracies for individual trees by 11% and 14%, relative to 
OLS and GLS, respectively. 

BLUP effectively increased prediction accuracy for all three subsets 
of the data as well. Young trees were represented by trees with biomass 
less than the 1st quartile, mature trees by those with biomass no less 
than the 1st quartile but less than the 3rd quartile, and old-growth trees 
by those of biomass no less than the 3rd quartile. The DA effect was 
greatest for young trees, decreasing the RMSE by 39% and 52% 
compared with OLS and GLS, respectively. The DA effects were 23% and 
33% reductions in RMSE for mature trees, and 11% and 14% reductions 
in RMSE for old-growth trees, relative to OLS and GLS. These DA effects 
are illustrated in Fig. 5 which depicts studentized individual tree re-
siduals on the logarithmic scale for the three methods. While the OLS 
residuals exhibited heteroscedasticity, the GLS residuals were more 
homogeneously distributed, thereby justifying the logarithmic trans-
formation. The BLUP residuals further reduced heteroscedasticity, 
particularly for young trees whose systematic prediction error (SPE) was 
reduced by 42%. 

Spatially explicit biomass density predictions are more useful than 
individual tree biomass predictions for getting a big-picture view of the 
geographical distribution of forest biomass and its future change over 
time. Table 4 summarizes prediction accuracies for the LiDAR-predicted 
biomass density and its two components: biomass predictions of the 
LiDAR-identified trees and omission/commission difference (Eq. 11). In 
line with findings for individual trees, the BLUP-based DA procedure 
increased prediction accuracy by 28% and 33% relative to OLS and GLS, 
respectively. 

Biomass associated with the LiDAR-identified trees was remarkably 
overpredicted using all three methods. A rational explanation could be 
associated with commission errors that contributed largely to the sys-
tematic prediction error at the plot level. Although commission errors 
should include non-tree objects erroneously identified as trees by LiDAR, 
the majority of them in the Lassen NF were essentially split crowns for 
trees in dominant canopy layers. While an intact crown was divided into 
multiple parts by the watershed segmentation algorithm, only one part 
could be paired with the field-measured tree according to the shortest 

distance in the three-dimensional space, leaving the remaining crown 
parts categorized as commission errors with redundant tree heights. 
Although the number of commission errors accounted for 25% of the 
field-measured trees in the Lassen NF, the biomasses associated with 
commission errors were much larger than the biomasses of omission 
errors (38% of the field-measured trees) that usually consisted of small 
trees in subcanopy layers. As a means of solution, the omission/com-
mission difference model simulated the integrated effects of compen-
sating for omission errors and removing commission errors. The model 
was found effective for correcting the overprediction caused by com-
mission errors because after the correction, RMSE for the LiDAR- 
predicted biomass density was reduced by 36%, 38%, and 41%, the 
systematic prediction error was reduced by 77%, 65% and 83% 
respectively, relative to the LiDAR-identified biomass (Table 4). 

4.3. Effects of DA on prediction variance of the LiDAR-predicted biomass 
for individual trees 

For biomass predictions for individual trees, proportions of the three 
variance components that included measurement uncertainty, param-
eter uncertainty and residual variability, are illustrated in Fig. 6 which 
reveals differences in the contributions of the three error sources among 
the three methods. Taking OLS as the reference, GLS increased the 
contribution of residual variability for trees with height <25 m but 
decreased the contribution of residual variability for taller trees. DA 
effect in reducing the proportion of residual variability was visible 
across the entire height rangeand was the most pronounced at the two 
ends. The trade-off mainly occurred between residual variability and 
measurement uncertainty, because parameter uncertainty was negli-
gible for both the magnitude of proportions and the magnitude of 
changes. Although the proportion of residual variability was reduced by 
the BLUP, it was still the component that contributed the most to the 
variability of the individual tree biomass predictions. 

2 4 6 8 10

−
10

−
5

0
5

10

Model predictions using OLS

St
ud

en
tiz

ed
 re

si
du

al
s

2 4 6 8 10

−
10

−
5

0
5

10

Model predictions using GLS

St
ud

en
tiz

ed
 re

si
du

al
s

2 4 6 8 10

−
10

−
5

0
5

10

Model predictions using BLUP

St
ud

en
tiz

ed
 re

si
du

al
s

Fig. 5. Studentized residuals at the logarithmic scale for the OLS, GLS and BLUP methods.  

Table 4 
Prediction accuracies for the LiDAR-predicted biomass density, omission/com-
mission difference and biomass of the LiDAR-identified trees using the OLS, GLS 
and BLUP methods (SPE stands for systematic prediction error).  

Response variables Methods RMSE RMSE% SPE SPE% 

LiDAR-predicted-AGB OLS  203.76  49.73  7.95  1.94 
LiDAR-predicted-AGB GLS  217.69  53.13  − 28.33  − 6.92 
LiDAR-predicted-AGB BLUP  146.82  35.83  6.20  1.51 
Omcom-diff* OLS  45.30  − 104.07  <0.01  <0.01 
Omcom-diff GLS  56.06  − 102.31  <0.01  <0.01 
Omcom-diff BLUP  64.71  − 146.26  <0.01  <0.01 
LiDAR-identified-AGB OLS  319.68  78.02  − 33.9  − 8.28 
LiDAR-identified-AGB GLS  350.45  85.53  − 81.97  − 20.00 
LiDAR-identified-AGB BLUP  248.89  60.74  − 36.84  − 8.99  

* Omission/commission difference. 
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For individual tree biomass, DA was effective in reducing all three 
variance components, resulting in the decrease in the overall prediction 
variance. Following the order of parameter uncertainty, measurement 
uncertainty and residual variability, three variance components were 
accumulated one-by-one in Fig. 7, with mean values across the entire 
range of tree heights illustrated in the inset for a more comprehensive 
understanding. First, BLUP decreased prediction variance by 40% and 
20% with respect to OLS and GLS. Compared with OLS, it decreased the 
three variance components by 28%, 12% and 42%, respectively 
(Table 5), which was more evident in the mean values in the inset. The 
magnitude of the decrease appeared to be positively correlated with tree 
size. Second, the decrease in residual variability was the largest among 
the three components, and it played a deterministic role in the ultimate 
decrease in prediction variance, because it accounted for 98% of the 
decreased variance in total. The decrease in measurement uncertainty 
and parameter uncertainty, respectively accounted for 1.6% and 0.4% of 
the overall reduction in variance. Therefore, the effect of DA was the 
largest for reducing residual variability for individual trees. 

Although both OLS and GLS offer unbiased estimators for β, GLS was 
more efficient than the OLS, when there was residual spatial autocor-
relation. The efficiency was revealed by the variance of the GLS esti-
mate, β̂, which was 16% smaller than the variance of the OLS estimate 
(Table 5). This indicates that for OLS, both the confidence interval and 
the p-value reported were smaller than the desired level. OLS optimis-
tically estimated the variance of β̂. 

Cumulative coefficients of variation (CV) for the biomass of indi-
vidual trees are illustrated in Fig. 8, with mean values illustrated in the 
inset and presented in Table 5. As a ratio of standard deviation to mean, 
CV is often used to measure relative variability of biomass predictions, 
because it facilitates estimation of the magnitude of uncertainty relative 
to the biomass prediction. First, BLUP decreased CV by 16% and 9% 

relative to OLS and GLS, respectively. Second, larger CVs for parameter 
uncertainty and measurement uncertainty were found for younger trees 
after DA. Because BLUP improved biomass predictions for younger trees 
by correcting for a large over-estimation (Fig. 5 and Table 3), the 
decrease in the CV denominator was larger than the decrease in the 
numerator, resulting in the increase in the CV. Third, DA consistently 
decreased CV except for trees at the two ends of the height axis. The 
reasons might be related to negative autocorrelations, where sapling or 
subcanopy trees grew at the boundary of large tree crowns, resulting in a 
mis-specified correlation. Compared with Xu et al. (2018) who reported 
a mean CV of 135% for the LiDAR-predicted biomass of individual trees 
using OLS, this study achieved 83%, 77% and 70% using the OLS, GLS 
and BLUP methods, respectively. Smaller prediction variance was 
associated with the use of local allometric models specifically for the 
Lassen NF where tree locations were accessible from in-situ measure-
ments rather than a California-wide regional model. 

4.4. Effects of DA on prediction variance of the LiDAR-predicted biomass 
density 

At the plot level, the effects of DA are more like an adjustment for the 
structure of the variance components, although it indeed reduced pre-
diction variance, on average, by 3% and 49% relative to OLS and GLS. 
Figs. 9 and Fig. 10 illustrate the accumulated prediction variance and 
coefficient of variation by components respectively, following the order 
of parameter uncertainty, measurement uncertainty, residual variance, 
residual covariance and variance associated with omission and com-
mission errors from bottom to top. Fig. 11 presents the proportions of 
variance components that have the same order from bottom to top and 
the same color scheme as the previous two figs. 

A number of findings are worthy of note. First, prediction variance 
was underestimated by 48% when residual correlation was erroneously 
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assumed to be zero. The underestimated residual covariance illustrated 
by the blue section in Fig. 11 (b) was comprehensively estimated using 
the GLS method, but it was found to be the largest component among the 
five variance components. Second, compared with GLS, the decrease in 
BLUP total variance was attributed to both residual variance and 
covariance, with the decrease in covariance contributing the greatest. 
Therefore, the effect of DA was the largest in reducing residual covari-
ance for the LiDAR-predicted biomass density. Third, the accumulated 
gain in per-tree precision was largely offset by the error sources at the 
plot level. Nevertheless, unexpectedly, the prediction variance after DA 
was slightly smaller than that of the optimistically estimated OLS, with 
the mean SD dropped from 126.80 to 122.60. This may suggest that the 
BLUP method properly utilized the captured spatial structure of re-
siduals, thus improving the precision of the LiDAR-predicted biomass 
density. 

The proposed spatial DA procedure showcased an application of 
incorporating the LiDAR-predicted stem locations into the BLUP for 
reducing the uncertainty in biomass predictions for population units. 

This procedure made fuller use of the LiDAR positioning information, so 
that the LiDAR-predicted tree location other than tree size, also mattered 
in a more efficient biomass inventory. As the cost for collecting small 
footprint airborne LiDAR keeps decreasing, it is likely that more and 
more forests have tree locations and heights predicted from LiDAR. 
Combined with field observations, like sample plot networks for na-
tional forest inventory (NFI) and sample plots for inventories for forest 
planning and operations, the effective range, within which trees are 
correlated can be understood for different types of forests and species 
compositions. The spatial DA procedure is therefore expected to 
improve biomass precision according to the intensity of spatial auto-
correlation and heteroscedasticity. Different from conventional remote 
sensing-based biomass studies, the field-truth tree biomasses used in this 
study were more realistic because they accounted for the deviance from 
the predicted mean biomass to the true values of tree biomasses given 
the same species, DBH and height. As an attempt to compensate for the 
underestimated uncertainty, the simulation of tree level residuals for the 
field truth surely enlarged the estimated uncertainty in biomass at either 
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Table 5 
Mean values of prediction variance and coefficient of variation for the LiDAR-predicted biomass of individual trees*.  

Method Mean SD Mean CV (%)  

sdp sdh sdr sdo cvp cvh cvr cvo 

OLS 481 1942 9011 9234 2.7 28 77 83 
GLS 403 1976 6565 6881 3.4 27 72 77 
BLUP 344 1708 5198 5513 3.6 29 63 70 
Change (%) ↓ 

28 
↓ 
12 

↓ 
42 

↓ 
40 

↑ 
0.9 

↑ 
0.1 

↓ 
14 

↓ 
13  

* SD stands for standard deviation; CV stands for coefficient of variation. Subscripts p, h, r, o stand for parameter, height, residual and overall, respectively. For 
change in SD, it is ratio of the difference to the OLS; for change in CV, it is difference itself. 
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the tree or the plot level. Further experiments are needed to investigate 
the effects of such an attempt on the results following the methods of 
OLS, GLS and the DA using the BLUP. 

5. Conclusions 

This study proposed a spatial DA procedure that harnesses small 
footprint airborne LiDAR, the spatial structure of forest biomass pre-
diction residuals and the BLUP to enhance forest inventory predictions 
for biomass and carbon. Small-footprint airborne LiDAR played a crucial 
role in providing predictions of 3-dimensional attributes of individual 
trees for updating the variance-covariance matrix required in the 
procedure. 

Five major conclusions were drawn from the comparisons of results 

for the proposed method and results for the OLS and GLS methods. First, 
for biomass of individual trees, the spatial DA decreased prediction 
variance by 40% and 20% and decreased CV by 16% and 9%, relative to 
OLS and GLS. Because the decrease in residual variability accounted for 
98% of the decreased prediction variance in total, the DA effect was the 
largest for reducing residual variability. Second, for biomass density, DA 
decreased prediction variance by 3% and 49% with respect to OLS and 
GLS, the DA effect was the largest for reducing residual covariance. 
Though the gain in precision for individual tree predictions was accu-
mulated at a larger scale, it was offset by the larger-scale precision loss 
caused by residual covariance and the variance associated with omission 
and commission errors. Third, the OLS method that assumes no spatial 
structure underestimated prediction variance for the LiDAR-predicted 
biomass density by 48%. Fourth, from the perspective of prediction 

Fig. 8. The DA effect was the largest for residuals, which substantially decreased the post-DA coefficient of variation.  

0 500 1000 1500 2000

0
20

0
40

0
60

0
80

0
10

00

LiDAR−predicted biomass per hectare (Mg/ha)

S
D

 o
f t

he
 L

iD
A

R
−p

re
di

ct
ed

 b
io

m
as

s

(a)OLSVarP

VarP +VarH

VarP +VarH +VarR

VarP +VarH +VarR +CovR

VarP +VarH +VarR +CovR +VarRS

0 500 1000 1500 2000

0
20

0
40

0
60

0
80

0
10

00

LiDAR−predicted biomass per hectare (Mg/ha)

S
D

 o
f t

he
 L

iD
A

R
−p

re
di

ct
ed

 b
io

m
as

s

(b)GLSVarP

VarP +VarH

VarP +VarH +VarR

VarP +VarH +VarR +CovR

VarP +VarH +VarR +CovR +VarRS

0 500 1000 1500 2000

0
20

0
40

0
60

0
80

0
10

00

LiDAR−predicted biomass per hectare (Mg/ha)

S
D

 o
f t

he
 L

iD
A

R
−p

re
di

ct
ed

 b
io

m
as

s

(c)BLUPVarP

VarP +VarH

VarP +VarH +VarR

VarP +VarH +VarR +CovR

VarP +VarH +VarR +CovR +VarRS

Fig. 9. DA decreased prediction variance in the LiDAR-predicted biomass density, relative to both OLS and GLS.  
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accuracy, DA decreased the RMSE for biomass of individual trees by 
11% and 14% and decreased the RMSE for biomass density by 28% and 
33%, relative to OLS and GLS. Fifth, it was effective to use the omission/ 
commission difference model for correcting the systematic prediction 
error in the LiDAR-predicted biomass density. 

Overall, the proposed spatial DA procedure demonstrated great po-
tential for reducing the uncertainty in forest biomass predictions, 
thereby facilitating more efficient biomass inventories. It can be 
generalized to other dependent variables of interest given their corre-
lations with new information from LiDAR. 
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Appendix A 

Evaluation of the Taylor series expansion for the biomass function at specific values of hi, β and e. 

ln(bi) = β0 + β1

̅̅̅̅
hi

√
+ ei  

ln(bi) = f (hi, β)+ ei  

bi = exp(f (hi, β) )× exp(ei)
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Fig. 10. The decrease in both residual variance and residual covariance helps reducing the coefficient of variation for the LiDAR-predicted biomass density.  

Fig. 11. Proportions of variance components are adjusted after DA, with residual covariance estimated using GLS largely reduced.  
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bi = g(hi, β, ei)

bi ≅ g(ĥi, β̂, êi)+
dg
dh

×(hi − ĥi)+
dg
dβ

×(β − β̂)+
dg
de

×(ei − êi)
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